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Abstract:  
 

Artificial Intelligence is a sub-branch of artificial intelligence used to produce new data 

or content. These methods can create recent examples in different categorical fields such 

as natural language processing, image processing, music, and video creation by using 

models from learning clusters with artificial intelligence (AI) tools in this field. AI tools 

that can solve real-world problems are also created using different methods apart from 

generative AI methods. With generative-based artificial intelligence tools, it can facilitate 

people's work in jobs that require creativity. However, they can offer the opportunity to 

build advanced models that learn from data with other artificial intelligence methods. In 

the study, the public dataset has been used. This dataset includes trending artificial 

intelligence tools, AI methods, and user scores. In this study the working area and user 

trend of the ai tools in the dataset and the effect of generative AI methods on the 

development of the tool are discussed. Random Forest and Naive Bayes algorithms from 

classification methods have been used to measure the impact and estimation. Several AI 

tools help solve real-life problems. Identifying what type of category is needed for AI 

tools and method selection are interlinked, and the research provides an overview of this 

connection. 

 

1. Introduction 
 

Artificial intelligence (AI) is the ability to create 

applications or tools with computer programs that 

aim to think like humans, similar to human 

intelligence. The field of AI was studied in 1956 by 

a computer scientist at Dartmouth College. They 

have been based on the identifiability assumption of 

intelligence and aimed to make the simulation a 

machine. Thus, it seeks to enable people to solve 

problems specific to humans and learn from data [1–

4]. The primary purpose is to solve the issues that 

people can learn or solve with their cognitive 

intelligence with the help of machines or 

applications. These problems can be in different 

categories, such as language comprehension, music 

creation, image recognition, and decision support 

systems. The human ability in these categories is to 

be able to meet similar. The primary purpose of 

artificial intelligence tools is to create advanced 

systems with cognitive intelligence in many fields, 

such as health, education, entertainment, image, 

video, and the military. Artificial intelligence 

systems, which can interpret human input with 

applications such as chatbots and convert it from text 

to text or from text to picture with natural language 

processing techniques, serve effectively in many 

areas today. It has become a personal assistant tool 

that can help in different areas, such as customer 

service, search engines, and code generators [5]. As 

data-based learning systems depend on statistical 

data, artificial intelligence tools have developed 

rapidly. Two main reasons have been influential in 

these tools' widespread use and development. The 

first of these is the general use of data storage 

systems and data sets, and the other reason is the 

increasing computing power of computers. With the 

deep learning sub-artificial intelligence field, 

powerful personal assistants such as Siri and Alexa 

were introduced in 2010. Today, ChatGPT has 

reached widespread use as an advanced personal 
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assistant and a language processing tool offered by 

OpenAI [1]. 

The deep learning technique is a structure created by 

combining forms of artificial intelligence with 

machine learning models [6–8]. Unlike neural 

networks, which use only one-layer, deep learning 

structures use multiple layers. Thus, a better 

estimation model can be made. Deep learning is 

defined as a multi-layered neural network structure. 

This neural network transfers information to the last 

layer in a non-linear form between layers, which is 

possible with activation functions. In the 

convolutional form, activation functions take place 

as parameters between layers in the transfer of 

information and are used to disrupt linearity. Thus, 

the deep learning structure will achieve better 

learning ability. Minimizing the loss value by 

forward and backward propagation is the main goal 

[1,9]. 

The Generative Adversarial Networks (GAN) 

architecture method is among the artificial 

intelligence methods that attract great attention 

today. It is a deep learning method frequently 

preferred in natural language processing, image, and 

video processing with artificial intelligence tools 

created with this method. Creating powerful 

personal assistant applications such as healthcare or 

ChatGPT, such as the production of new drugs, is a 

promising method [10–13]. Responsible use of 

artificial intelligence is among the discussion topics 

that come with it. Presenting the text and images 

produced by AI as an ‘original work’ is also a 

research topic [14]. 

In the study, the artificial intelligence tools dataset in 

the publicly available Kaggle database is discussed. 

Today, widely used artificial intelligence tools are 

listed in this dataset. Extra details, such as usage 

areas and development methods, are given. It has 

been tried to analyze the effect of generative 

artificial intelligence methods or other artificial 

intelligence methods on the widespread use of the 

tools in the study, depending on the subject area 

targeted by an artificial intelligence tool. Random 

forest, support vector machine, and logistic 

regression from machine learning techniques have 

been used for estimation. Evaluation metrics and 

analysis are also has been discussed in the following 

sections. 

2. Material and Methods 

In this chapter, GAN, which is the most preferred 

method for the development of ai tools, is explained. 

The following sections give an exploratory analysis 

of the data set used. In the last section, the evaluation 

of the model is given. 

2.1. Generative Adversarial Networks 

Architecture 

 
According to the Generative Adversarial Networks 

architecture, it is a deep learning method in the 

convolutional artificial neural network structure. 

Goodfellow et al. proposed this in 2014 [15,16]. It 

has been frequently used and preferred as a deep 

learning method. This method uses real data as input 

and learns the sample distribution. This produces 

outputs similar to real data [17]. It is an effective 

method to create tools such as ChatGPT by giving 

outcomes above human capabilities [18]. This 

method, preferred in data creation, is also essential 

for data imbalance problems. With the development 

of deep neural network architectures, variants of the 

GAN architecture have also emerged. It has been 

proposed as a preferred variant for unsupervised 

learning (DCGAN), for increased stability 

(WGAN), and poor sample quality problems 

(WGAN-GP) [19]. As seen in Figure 1, there is a 

producer (G) and a separator (D) object. The GAN 

method is presented in Equation 1. According to the 

formula, the goal is for Pda to converge to Pg with a 

gradient. 

 

 

Figure 1. GAN Architecture 
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According to the formula, G Generator, D stands for 

the discriminator. Pz distribution of the random 

noise; Pda represents the real sample distribution. 

D(x) is the discriminant probability value, and G(z) 

is the sample output. 

𝐿(𝐺, 𝐷) = 𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

𝐸𝑥∼𝑃𝑑𝑎
[𝑙𝑜𝑔𝐷(𝑥)]

+ 𝐸𝑧∼𝑃𝑧 [𝑙𝑜𝑔(1
− 𝐷(𝐺(𝑧)))] 

 (1) 

 

According to Equation 1, when Pda = Pg, it is 

assumed that the generated data distribution is equal 

to the actual data distribution [19]. 

2.2. Exploratory Data Analysis (EDA) 

 

The dataset contains publicly available AI tools and 

information from the Kaggle database. This dataset 

is currently widely used and is a resource for 

discovering new tools [20]. The dataset includes the 

target subject area, user scores and ai methods 

information of these tools. The data set consists of 

1012 rows and sample 5 records are shown in Figure 

2.  

 
Figure 2. Data set sample records 

According to the records in the data set and Figure 

3., the most AI tools are in 110 Copywriting, 91 

Generative Art and 84 Chat subject areas. According 

to the results, considering the use of artificial 

intelligence tools by individual users, personal 

assistants that assist in writing texts are widely used. 

It is seen that multimedia solutions are the next most 

used area. Figure 4 shows the most preferred ai tool 

categories and the applied methods according to user 

comments. According to the graph, GAN 

architecture has been mostly preferred as a method 

in developing AI tools. In Figure 5, if the AI tools 

are sorted according to user preferences, it is seen 

that "LeiaPix," "GPT-3," and "Codeium" have the 

most votes. All three tools have been developed 

using the artificial intelligence method. In addition, 

these tools are in the "LeiaPix" image improvement 

category, "GPT-3" copywriting, and "Codeium" 

generative code category, respectively. If it is 

considered a personal assistant tool, it attracts 

attention from users. Figure 6 shows each ai tool in 

the dataset and a word cloud according to the 

description field and word frequencies in the dataset. 

It can be seen that the emphasis is placed on 

'generative artificial intelligence' and 'personal 

assistant' in the word cloud. 

2.3 Implementation and Evaluation of the Model 

The dataset's 'ai tool development technique' has 

been chosen as the estimation or dependent variable. 

 
Figure 3. Category and usage rates 

 

 
 

 
Figure 4. Category and AI Methods for Top 100 AI 

Tools  
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Figure 5. Trends of AI tools by user ratings 

 
Figure 6. AI Tools description field word frequencies 

 

The dependent variable 'ai tool development 

technique' consists of two categorical values: 'GAN' 

or 'Other Methods.' The independent variables are 

the upvotes of the users and the categorical area 

addressed by the artificial intelligence tool. While 

creating the prediction model, Python programming 

version 3.10 and the Sklearn library have been used. 

Logistic Regression, Random Forest, and Support 

Vector Machine machine learning techniques have 

been used for the prediction model, respectively. 

Table 1. Support Vector Machine Model Evaluation 

Metrics 

 precisio

n 

 recall f1-score 

GAN 0.68 0.93 0.79 

Other Methods 0.83 0.45 0.59 

Accuracy  0.72 

Macro Avg 0.76 0.69 0.69 

Weighted Avg 0.75 0.72 0.70 

 

Table 2. Random Forest Model Evaluation Metrics 

 precision recall f1-score 

GAN 0.97 0.95 0.96 

Other Methods 0.95 0.97 0.96 

Accuracy  0.96 

Macro Avg 0.96 0.96 0.96 

Weighted Avg 0.96 0.96 0.96 

Table 3. Logistic Regression Model Evaluation Metrics 

 precision recall f1-score 

GAN 0.79 0.79 0.79 

Other Methods 0.73 0.73 0.73 

Accuracy  0.76 

Macro Avg 0.76 0.76 0.76 

Weighted Avg 0.76 0.76 0.76 

 

The accuracy scores of the evaluation and criteria are 

presented in Table 1, Table 2, and Table 3. 

According to the models created, it is seen that the 

highest accuracy rate in the analysis has been 

obtained with the Random Forest model at 96%. It is 

seen that the next closest and with the highest metric 

ratio is Logistic Regression. While creating the 

models, hyperparameter tuning has been performed 

in order to select the most suitable model parameters 

for the data set. Thus, it can be suitable for the data 

set, and the estimation rate is increased. 

3. Conclusion 

Generative artificial intelligence is presented to 

produce a response, unlike other techniques. It can 

create outputs similar to human intelligence beyond 

just generating answers but also go beyond that. AI 

tools such as ChatGPT are among the popular tools 

preferred by users in this study as an example of 

generative intelligence that includes different 

methods rather than just producing natural language 

processing output. Due to the increased machine 

capacities and data processing speeds today, they 

have become personal assistants in daily life thanks 

to successful AI tools. According to the study, since 

artificial intelligence tools created using the 

generative artificial intelligence technique are 

preferred as personal assistant services for individual 

users, using these tools has become more widespread 

with the users' upvotes. The primary purpose is to 

use the information provided by generative artificial 

intelligence tools for ethical and goodwill purposes 

by their users. Therefore, ethical principles and bias 

in the effective widespread use of artificial 

intelligence are another discussion topic. For this 

reason, it is a different need to confirm the accuracy 

of the information produced by generative artificial 

intelligence tools. 
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