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ABSTRACT 
Aircraft are used in many fields such as engineering, logistics, transportation and disaster management. 
With the development of drones, aerial vehicles have become more widely used for entertainment 
purposes. However, in addition to its useful applications, its malicious use is also becoming widespread. 
It has become a necessity to eliminate this problem, especially since it poses a significant danger to other 
aircraft. In order to identify the aircraft and solve this problem quickly, in this study, five different 
aircraft were classified based on images. In the study, a five-class dataset containing aeroplane, bird, 
drone, helicopter and malicious UAV (Unnamed Aerial Vehicle) images was used. Three different CNN 
(Convolutional Neural Network) models were employed to extract the images of features. Image 
features extracted with SqueezeNet, VGG16, VGG19 models were classified with Artificial Neural 
Network (ANN), Support Vector Machine (SVM) and Logistic Regression (LR) machine learning 
methods. As a result of the experiments, the most accuracyful result, 92%, was obtained from the 
classification of the features extracted with the SqueezeNet model with ANN. The models proposed in 
the study will be integrated into various systems and used in the field of aviation to detect malicious 
UAVs and take necessary precautions.  
 
Keywords: Drone, UAV, Aeroplane, CNN, Machine Learning. 

 
 
1. INTRODUCTION 
Different types of drones are used for many 
different purposes and have become frequently 
used in the surveillance, security and defense 
industries. However, drones can be used for 
malicious purposes as well as in other areas. Its 
use is also increasing in order to harm people, 
nature and other aircraft [1]. For these reasons, 
a decision should be made about whether drones 
are detected in advance and whether they are 
harmful [2]. In order to detect drones, image 
processing methods [3], sensors [4] and 
acoustic sounds are used [5]. However, the use 
of these systems can be quite costly. In addition, 
its use on another drone may create a 
disadvantage in terms of weight and cost [6]. 
Each drone detection method has advantages 
and disadvantages [7]. Drone detection through 
images is one of the cheapest and fastest 
methods [8]. 
 

In recent years, drone detection and 
classification applications have gained more 
importance with the increasing use of drones. 
Drone detection can be done with object 
detection methods [9]. In these studies, there is 
only one type of class and detection models are 
trained by tagging the drone object on the 
images [10]. With the Object recognition 
methods, it is possible to detect and identify 
different objects on the same image [11]. In 
Object classification methods, the images can 
be classified as a whole and the objects in the 
image can be classified. In the classification 
method, there is no need to label the object on 
the image. For this reason, this method is often 
preferred in artificial intelligence applications 
[12]. 
 
Mendis et al. They proposed a radar system for 
unmanned aerial systems using Doppler 
signatures and spectral correlation functions. 
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They used deep belief networks to classify the 
data. With their proposed method, they 
classified the unmanned aerial vehicles with an 
accuracy of over 90% [13]. Kim et al. suggested 
using the Doppler signature as the basis for 
CNN classification. They achieved a maximum 
classification accuracy of 100% in the 
classifications they made with the dataset they 
used [12]. Rozantsev et al. They propose an 
approach to classify aircraft that are still moving 
with a moving camera. They used both image 
and motion features to solve this challenging 
problem. They suggested that they achieved 
higher classification accuracy with spatio-
temporal image cubes than with the latest 
techniques. They created the dataset they used 
and it is not open to the public [14]. Yoshihashi 
et al. They made classifications with their 
proposed recurrent correlational network using 
datasets containing bird and unmanned aerial 
vehicle images. In their experiments, they 
suggested that the method they proposed 
outperformed other object classification models 
[15]. On the other hand, Aker et al. They 
proposed a convolutional neural network based 
object detection model. They proposed a 
comprehensive dataset generation algorithm 
using images removed from the background so 
that the model can be trained using little data. 
They obtained high precision and recall values 
with the model they proposed [9]. According to 
Saqib et al. They have made drone classification 
using CNN architectures such as VGG16. In 
their experimental results, they said that the 
VGG16 architecture with R-CNN showed 
higher performance than other architectures 
[16]. Lee et al. In their studies, they performed 
drone detection through images. The model 
they recommend is designed to work on camera 
drones. They performed drone detection with 
89% accuracy using the OpenCV library [17]. 
 
When the studies in the literature are examined, 
different feature extraction CNN models and 
classification processes with these features are 
not done in detail. Considering the studies in the 
literature, the classification of malicious drones 
was carried out in this study. The processes 
performed in this study and the contributions of 
the study are as follows: 
 
• A 5-class image dataset is used to objectively 
evaluate the classification performance of 
Malicious drones. 

• The dataset contains images of birds, 
aeroplanes, drones, helicopters and malicious 
drones. 
• Extraction of the features of the images was 
performed with 3 different CNN models. These 
models are SqueezeNet, VGG16 and VGG19. 
• Three different machine learning models were 
used to classify the images obtained from CNN 
models. These models are ANN, SVM and LR. 
• With the proposed models, 9 different 
classification results were obtained. 
• Confusion matrix and different performance 
metrics were utilized to analyze the 
performance of the models. 
 
The rest of the study is organized as follows: In 
the 2nd section, general information about the 
dataset, methods and performance metrics used 
in the study is given. In the 3rd section, the 
experimental results are given. In section 4th 
section, the results and recommendations 
obtained from the study are given. 
 
2. MATERIAL AND METHODS 
In this section, general information about the 
dataset used, CNN models used for feature 
extraction, machine learning models, confusion 
matrix and performance metrics are given. The 
flow chart showing the planning of the study is 
shown in Figure 1. 
 

 
Figure 1. Flow chart of the study. 

 
2.1. Malicious Drone Dataset 
In the dataset used in the study, there are a total 
of 776 images in 5 classes. Includes footage of 
Malicious UAVs, drones, helicopers, 
aeroplanes and birds. The dataset was obtained 
from kaggle.com [18]. Each image contains a 
single object according to its class. This makes 
the dataset usable in classification problems. 
The sample images of the dataset and the  
number of data by classes are shown in Figure 
2. 
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Figure 2. Malicious drone dataset example images for all class. 

2.2. Convolutional Neural Networks (CNN) 
CNN can offer an end-to-end solution with 
many layers of computation. It is a structure that 
includes convolution, pooling, activation and 
fully connected layers. Thanks to the 
convolution layers, feature maps of the images 
are obtained [19]. Parameter redundancy is 
eliminated by reducing the size of feature maps 
with pooling layers. With the activation layers, 
the data is drawn to the specified intervals. In 
the fully connected layer, the classification of 
the obtained feature maps is carried out [20]. A 
kind of artificial neural network, this layer. 
Images can be given to CNN models in raw 
form. In this way, there is no need for an extra 
feature extraction process [21]. CNN models 
were used for feature extraction from images in 
this study. Image properties can be retrieved just 
before the fully connected layer, which is the 
last layer in CNN models. Imported features can 
be classified by different machine learning 
models. Brief descriptions of the CNN 
architectures used in the study are given. 
 
SqueezeNet: Iandola et al. Despite its small 
size, this architecture can achieve high 
classification accuracy. Model depth is 18. It 
contains 1.24M parameters in total. The size of 
the pre-trained SqueezeNet model is 5.2MB. 
Model size and number of parameters is the 
biggest advantage of this model [22-23]. 
 
VGG16: Developed by Simonyan and 
Zisserman, this model has a depth of 16. It 
contains 138M parameters in total. The size of 
the pre-trained VGG16 model is 515MB [24]. 
 

VGG19: As a difference from the VGG16 
architecture, a 19-layer architecture was 
obtained by adding 3 more layers. The depth of 
this model is 19. The size of the pre-trained 
VGG19 model is 535MB. It contains 144M 
parameters in total [25]. 
 
The feature extraction capabilities of the three 
CNN models used in the study were utilized. 
The SqueezeNet model extracts 1000 features 
from each image [26]. The VGG16 and VGG19 
models extract 4096 features from each image. 
Obtained images are given as input to machine 
learning models. 
 
2.3. Machine Learning Methods 
Machine learning algorithms are structures that 
can make predictions by learning patterns 
through training data. Labeled data given as 
input to supervised machine learning algorithms 
can be learned by the algorithm and can predict 
new data. More accurate and faster results can 
be obtained by selecting machine learning 
algorithms according to the problem to be 
solved. Supervised machine learning algorithms 
do not have features such as extracting features 
from images. For this reason, it is necessary to 
extract the features of the images beforehand 
and give them as input to these algorithms. The 
number of input parameters of machine learning 
algorithms is equal to the number of features 
obtained from images. The number of outputs is 
equal to the number of classes in the dataset. 
The explanations of the machine learning 
algorithms used in the study are as follows: 
 
ANN: a type of machine learning that mimics 
biological neurons. It works similarly to the 
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human brain to solve problems. Classification 
processes are performed by establishing a 
connection between inputs and outputs in 
artificial neural networks. It contains 3 layers to 
perform these operations. These layers are the 
input layer, hidden layer and output layer. Each 
layer contains neurons. The connections 
between neurons in the input, hidden and output 
layers are called weights and learning is carried 
out through these weights. It is often preferred 
because of its computation time and high 
accuracy advantages. It is a non-linear type of 
machine learning [27]. 
 
SVM: SVM, which is a supervised learning 
algorithm, includes statistical learning 
operations. SVM has high generalization ability 
compared to other machine learning methods. 
Nonlinear learning is a type of machine 
learning. It performs the classification process 
by specifying a plane. It is also used in the 
classification of multi-class datasets. For these 
purposes, classification processes are carried 
out by determining more than one hyperplane 
[28]. 
 
LR: It is a machine learning method often used 
in classification problems. In this method, it is 
realized by establishing a connection between 
output variables (dependent variable) and input 
values (independent variable). It is a statistical 
machine learning method. This method is 
preferred because of its speed and high accuracy 
advantages [20]. The hyperparameters of the 
machine learning algorithms used in the study 
are given in Table 1. 
 
Table 1. Training parameters of machine learning 

methods. 
ANN SVM LR 

Hidden layer 
neurons: 100 
Activation: ReLu 
Solver: Adam 
Regularization: 
0.0001 
Iteration: 200 

Kernel: 
RBF 
Numerical 
tolerance: 
0.001 
Iteration: 
100 

Regularization 
type: Ridge 
(L2) 
Strength C = 1 

 
2.4. Confusion Matrix and Performance 
Metrics 
Confusion matrix is a table created for 
performance evaluation of a classification 
model. The columns of the matrix show the 
predicted value, while the rows show the actual 
values. True Positive (TP), True Negative (TN), 

False Positive (FP) and False Negative (FN) 
values are found on the matrix. These values are 
determined according to the results of the 
classification model. Confusion matrices with 
two or more classes can be used [29-33]. A two-
class confusion matrix and a five-class 
confusion matrix used in the study are shown in 
Figure 3. 
 

 
(a) 

 
(b) 

Figure 3. (a) Two class confusion matrix (b) Five 
class confusion matrix. 

 
Performance metrics of models can be 
calculated using confusion matrix data. The 
formulas of the performance metrics used to 
evaluate the performance of the models in this 
study are shown in Table 2. 
 

Table 2. Performance metrics formulas. 
Metrics Equation 

Accuracy (ACC) 
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
𝑥𝑥100 

 

Precision (PSC) 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

Recall (RCL) 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

F-1 Score (FSC) 2𝑥𝑥
𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

 

 
 
3. EXPERIMENTAL RESULTS 
In this section, the classification operations 
made using Malicious Drone Dataset data are 
included. SqueezeNet, VGG16 and VGG19 
models were used to extract the features of the 
images in the dataset. The parameters used in 
the models are as follows: Validation Frequency 
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5, Max Epochs 8, Mini Batch Size 11, Initial 
Learn Rate 0.0001, Solver sgdm, L2 
Regularization 0.0001, Execution Environment 
GPU. Obtained features are given as input to 
ANN, SVM and LR machine learning models. 
As a result of the trainings and tests conducted, 
confusion matrices and performance metrics 
were obtained for each model. Performance 
evaluations of the models were made according 
to the metrics obtained. The computer used in 
the study has Intel® Core i7™ 12700K 3.61 
GHz, NVIDIA GeForce RTX 3080Ti, and 
64GB RAM. The cross validation method was 
used for training and testing the models. In the 
cross validation method, the dataset is divided 
into 10 parts and each part is used as test data. 
The performance metrics of the classification 
models are obtained by taking the average of the 
obtained 10 classification results. As a result of 
using three feature extraction and three machine 
learning methods, 9 different classification 
models were obtained. Obtained results are 
given under headings. 
 
3.1. SqueezeNet Features Classification 
Results 
With the SqueezeNet CNN model, 1000 
features were obtained for each image. 
Obtained features are given as input to ANN, 
SVM and LR machine learning models. 
Confusion matrices obtained as a result of 
training and testing of these models are shown 
in Figure 4. 
 
The performance metrics of the classification 
models were created utilizing the information 
from the confusion matrix shown in Figure 4. 
The performance metrics of the 1000 feature 
classifications obtained from the SqueezeNet 
model are shown in Table 3. 
 
In Table 3, the model with the highest accuracy 
in the classifications made with SqueezeNet 
features is the ANN model with 92%. The 
lowest classification accuracy belongs to the 
SVM model. When other performance metrics 
are examined, the accuracy metric in these 
metrics shows a similar order. 

 
(a) 

 
(b) 

 
(c) 

Figure 4. Confusion matrix of (a) ANN, (b) SVM 
and (c) LR models with SqueezeNet features. 
 
Table 3. Performance metrics of ANN, SVM and LR 
models with SqueezeNet features.  

ACC  FSC PSC RCL AUC 

ANN 92.0% 0.92 0.921 0.920 0.990 
SVM 90.2% 0.903 0.908 0.902 0.987 
LR 90.9% 0.909 0.909 0.909 0.989 

 
3.2. VGG16 Features Classification Results 
4096 features were obtained for each image 
from the VGG16 model. Obtained features are 
given as input to ANN, SVM and LR 
classification models. Confusion matrices 
obtained as a result of trainings and tests are 
shown in Figure 5. 
 
The performance metrics of models were 
calculated using the data of the confusion 
matrices in Figure 5. These metrics are shown 
in Table 4. 
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(a) 

 
(b) 

 
(c) 

Figure 5. Confusion matrix of ANN, SVM and LR 
models with VGG16 features. 
 
Table 4. Performance metrics of ANN, SVM and LR 
models with VGG16 features.  

ACC FSC PSC RCL AUC 
ANN 88 0.881 0.882 0.88 0.977 
SVM 84.3 0.843 0.849 0.843 0.974 
LR 88.8 0.888 0.889 0.888 0.981 

 
In Table 4, the model with the highest 
classification accuracy is the LR model. The 
classification model with the lowest accuracy is 
the SVM model. A parallel ranking to the ACC 
metric was observed in other performance 
metrics as well. 
 
3.3. VGG19 Features Classification Results 
4096 features were obtained for each image 
from the VGG19 model. These features are 
given as an introduction to the ANN, SVM, and 
LR models. Confusion matrices obtained as a 
result of the train and test operations are shown 
in Figure 6. 

The performance metrics of the models were 
calculated using the data of the confusion 
matrices in Figure 6. The performance metrics 
of each classification model are shown in Table 
5. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 6. Confusion matrix of ANN, SVM and LR 
models with VGG19 features. 
 
Table 5. Performance metrics of ANN, SVM and LR 
models with VGG19 features.  

ACC FSC PSC RCL AUC 
ANN 87.1 0.872 0.873 0.871 0.977 
SVM 82.3 0.823 0.833 0.823 0.974 
LR 87.5 0.875 0.877 0.875 0.981 

 
In Table 5, the model with the highest 
classification accuracy is the LR model. The 
SVM model has the least classification accuracy 
of all the models. 
 
3.4. Comparison of All Classification Results 
The features obtained from SqueezeNet, 
VGG16 and VGG19 models were classified 
with ANN, SVM and LR models and 
performance metrics were calculated. 
Classification accuracyes of classification 
models according to all feature extraction 
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models are given in Table 6. Comparison graph 
of classification achievements is shown in 
Figure 7. 
 
Table 6. Comparison of classification accuracy for 
all models.  

ANN SVM LR 
SqueezeNet 92 90.2 90.9 
VGG16 88 84.3 88.8 
VGG19 87.1 82.3 87.7 

 

 
Figure 7. Classification accuracy graph. 

 
According to Table 6 and Figure 7, the highest 
classification accuracy was obtained from 
classification of SqueezeNet features with 
ANN. The lowest classification accuracy was 
obtained from the classification of VGG19 
features with SVM. The train and test times of 
the classification models according to all feature 
extraction models are given in Table 7. 
 
Table 7. Comparison of train-test time of all models 
(second).  

ANN SVM LR 
 

Tra
in 

Te
st 

Tra
in 

Te
st 

Tra
in 

Te
st 

Squeeze
Net 

16.0
1 

1.8
3 

26.9
5 

2.7
4 

27.1
2 

0.9
3 

VGG16 102.
2 

25.
8 

159.
5 

29.
7 

99.9
9 

4.2
4 

VGG19 61.5 7.7
6 

121.
3 

11.
4 

131.
8 

4.2
3 

 
According to Table 7, the lowest train time was 
obtained as a result of training with SVM using 
SquzeeNet features. The lowest test time was 
obtained as a result of the test with LR using the 
SqueezeNet model features. The highest train 
time was obtained as a result of training with 
SVM using VGG16 features. The highest test 
time was obtained from the same model. Figure 
8 displays the ROC curves that were produced 
as a consequence of the models' classification. 
According to Figure 8, ANN showed the highest 
accuracy in classifications made with 
SqueezeNet features. LR showed the highest 

accuracy in classifications made with VGG16 
and VGG19 features. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 8. ROC curves of all classification models 
for (a) SqueezeNet features, (b) VGG16 features, (c) 
VGG19 features (Purple: ANN, Green: LR, Orange: 
SVM) 
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4. CONCLUSIONS 
Malicious drone detection is extremely 
important for security. Since drones are very 
fast and maneuverable vehicles, they must be 
detected quickly and necessary precautions 
must be taken. Based on these problems, in this 
study, classification experiments of malicious 
drones were carried out using a dataset 
containing images in five different classes. 
SqueezeNet, VGG16, VGG19 models were 
used to extract the image features. Obtained 
features were classified by ANN, SVM and LR. 
As a result of the experiments, the highest 
classification accuracy of 92% was obtained as 
a result of the classification of the features 
obtained from the SqueezeNet model with 
ANN. The lowest classification accuracy The 
lowest classification accuracy of 82.3% was 
attained when the VGG19 features were 
classified using SVM. As a result of the 
experiments, it has been determined that 
malicious drones will be classified quickly and 
with high accuracy with CNN feature extraction 
models and machine learning models. 
Malicious drone detection with image 
processing is a low-cost method. Therefore, it 
can be easily integrated into defense systems. 
Higher classification accuracyes can be 
achieved with different CNN models and 
different machine learning methods. More 
comprehensive and accurate classifications can 
be made by increasing the number of data and 
classes in the dataset. 
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