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Abstract—Classification; biomedical, bioinformatics, medicine, 

engineering etc. It is a fundamental approach that is frequently 

used in many research areas, such as especially in the field of 

health; it has become common to classify diseases with machine 

learning methods using risk factors of these diseases and to 

determine the effect levels of these risk factors on the related 

disease. There are both commercial and free software tools that 

researchers can analyze their data with classification methods. 

The aim of this study is to develop a user-friendly web-based 

software for classification analysis. Python sklearn and Dash 

libraries were used during the development of the software. 

Among the classification algorithms in the developed software; 

Logistic regression, Decision trees, Support vector Machines, 

Random Forest, LightGBM, Gaussian Naive Bayes, AdaBoost 

and XGBoost methods are available. In order to show how the 

software works, a classification model was created with the 

Random forest algorithm using the cervical cancer data set. 

Different metric values were evaluated for the models. Obtained 

from a random forest classification model;accuracy, sensitivity, 

specificity, negative predictive value, matthews correlation 

coefficient, and F1 score values obtained from the model were 

94.44%, 100%, 93.33%, 100%, 83.67%, and 94.44 respectively.  

It is thought that the classification software developed in this 

study will provide great convenience to clinicians and researchers 

in the field of medicine, in terms of applying predictive 

classification algorithms for the disease without any software 

knowledge. 

   Index Terms— Classification, machine learning, web based 

software. 

I. INTRODUCTION

HE NUMBER of data produced in parallel with the 

developing technology is increasing day by day.  
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It is of great importance to store, manage and make useful the 

enormous amount of data produced. Therefore, it is of great 

importance to be able to use techniques that can process large 

amounts of data. Data mining is the process of discovering 

patterns and trends hidden in large data sets [1]. 

Data mining is a technique that attempts to identify 

previously unknown hidden relationships among data in 

databases [2]. Data mining is a multidisciplinary field that 

bridges many technical fields such as database technology, 

statistics, artificial intelligence, machine learning, pattern 

identification and data visualization [1]. 

Models used in data mining are examined under two main 

headings: predictive and descriptive. In predictive models, it is 

aimed to develop a model based on the data with known 

results and to estimate the result values for datasets with 

unknown results by using this established model. In 

descriptive models, patterns in existing data that can be used 

to guide decision making are defined [3]. 

It is possible to examine data mining models under three 

main headings, namely classification and regression, 

clustering and association rules, according to their functions. 

Classification and regression models are predictive models, 

clustering and association rules models are descriptive models 

[4]. It is of great importance that the patterns in the heap 

datasets are extracted by data mining/machine learning 

techniques and used as prediction and decision support 

components. In this context, one of the frequently applied data 

mining/machine learning topics is classification [5]. 

Classification is a very common process in scientific studies 

because of the benefits it provides in solving problems. 

Especially in the field of medicine, the classification of 

diseases and the development of treatment methods according 

to this classification are among the most prominent examples. 

In addition to medicine, the functionality of classification can 

be seen in other branches of science. Classification is an 

estimation process that assigns the observations that make up 

the data set to previously determined classes within the 

framework of certain rules [6]. Each observation in the data 

set has a feature and these features are divided into classes. 

Creates a model with the observations determined to belong to 

which class. The success of the model is measured with the 

observations that are not included in the training set. Quite 

different algorithms are used in classification methods. 

Different results have been obtained due to the fact that there 

are many algorithms. Each algorithm works with different 

parameters and has more than one version. The studied 

algorithms are for different purposes, the data source used is 

different, the algorithms support different data types, and the 
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preprocessing on the data depends on the practitioner. 

Knowing in which areas and in which types of variables these 

algorithms give more effective results increases the success of 

the methods. For this reason, it is important to apply 

classification methods by comparing them [7]. 

In this research, we aimed to develop a new user-friendly 

web-based software developed with the Python Dash library 

that will allow the comparison of Logistic regression, Decision 

trees, Support vector Machines, Random Forest, LightGBM, 

Gaussian Naive Bayes, AdaBoost and XGBoost data 

classification methods. 

II. MATERIAL AND METHODS 

A. Dataset 

The UCI data repository's open access dataset "Cervical 

Cancer Behavior Risk Data Set" was used to demonstrate how 

the software works. The dataset includes 72 cervical cancer 

samples with 18 predictive variables and one outcome 

variable. 50 (69.45%) of the samples tested negative for 

cervical cancer, while 22 (30.55%) tested positive for cervical 

cancer [8].  

B. Methods 

One of the most widely used data mining methods, which is 

used to classify large data sets and reveal important data 

classes, or to predict future data trends, is classification 

models [9].  

Classification is used to reveal hidden patterns in databases. 

It is used to estimate the class of the data whose class has not 

been determined by using the existing classed data, or to 

determine whether the previously classified data is classified 

correctly and if there is a misclassification, it is used to assign 

the data to the correct group [4]. 

In this web-based software, there are algorithms such as 

Logistic regression, Decision trees, Support vector Machines, 

Random Forest, LightGBM, Gaussian Naive Bayes, AdaBoost 

and XGBoost, which are classification methods. The 

classification algorithms included in the software are 

described below. In addition, an application was made on the 

cervical cancer dataset in order to evaluate the outputs of the 

software. 

B.1. Logistic Regression Analysis 

The main purpose of logistic regression analysis is to model 

in order to define the relationship between the dependent 

variable and the independent variable without being subject to 

a certain precondition, when the dependent variable can be 

categorical and the independent variables can be both 

categorical and continuous. In other words, it is an analysis 

method that investigates the cause and effect relationship 

between the dependent variable and the independent variables. 

The relationship between the variables need not be linear. It 

can also be an exponential or binomial distribution 

relationship [10].  

In the medical applications of logistic regression models, 

independent variables are risk variables or variables that 

determine whether a disease will occur or not. In short, 

logistic regression is a regression method that helps to assign 

and classify the expected value of the dependent variable 

according to the independent variables [11].  

B.2. Decision Trees 

Decision trees in data mining are the most widely used 

technique among classification models because they are cheap 

to set up, easy to interpret, easily integrated with database 

systems, and have good reliability. Decision tree, as the name 

suggests, is a predictive technique in a tree view. It is the most 

popular classification technique that can create easy-to-

understand rules and integrates easily with information 

technology processes with its tree structure [12]. 

Decision trees create tree-based classification models. They 

classify records into groups or make an estimation of the 

target (dependent) variable value, which depends on the values 

of the independent variables [13].  

To create a classification tree, there is a feature that best 

determines the examples in the learning set. With this feature, 

the so-called branch and leaves of the tree are separated and a 

new sample set is created. A new defining attribute is found 

from the instances on this parsed branch and new branches are 

created. If all instances in each sub dataset, that is, on the 

branch, belong to the same class, there are no other attributes 

to parse the instances, and there are no other instances with the 

value in the remaining attributes, the branching process ends. 

Otherwise, there is a respecifying attribute to parse the sub 

dataset [14]. 

B.3.  Support Vector Machines 

Support vector Machines is a machine learning model 

developed by Vapnik-Chervonenkis, used in clustering and 

regression problems, especially in classification [15].  

The SVM method has been used frequently in recent years, 

especially in data mining, for classification problems in data 

sets where the patterns between variables are unknown. This 

method was originally thought of as a linear classifier for 

solving two-class problems, then generalized to the solution of 

nonlinearly separable or multi-class classification problems, 

and started to be widely used in solving these problems [16]. 

Support vector machine models is an algorithm that has 

become popular recently. The main purpose of the SVM 

model is to determine the hyperplane that will best separate 

the classes of the target variable from each other. In other 

words, it is to maximize the distance between support vectors 

belonging to different classes. Support vector machines use an 

iterative training algorithm used to minimize the error function 

to create an optimal hyperplane [15]. 

B.4. Random Forest 

The random forest (RF) classifier is made up of a number of 

tree classifiers, each of which is constructed using a random 

vector sampled separately from the input vector, and each tree 

casts a unit vote for the most popular class in order to classify 

an input vector. A decision tree's design necessitated the 

selection of a feature selection measure as well as a pruning 

procedure. There are several techniques for choosing features 

for decision tree induction, and most of them assign a quality 

measure to the feature directly. The Information Gain Ratio 

criterion and the Gini Index are the most commonly utilized 

feature selection measures in decision tree induction. The Gini 
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Index is used by the random forest classifier as a feature 

selection measure, which measures the impurity of a feature in 

relation to the classes [17]. 

B.5.  Gaussian Naive Bayes 

Gaussian nave Bayes (GNB) classification is a supervised 

learning approach that employs Bayes' theorem as a 

framework for categorizing observations into one of a pre-

defined set of classes based on predictor variables' 

information. GNB classifiers estimate the conditional 

probability that an observation belongs to a certain class based 

on the values of the predictor variables, assuming that the 

predictor variables are class-conditionally independent, and 

hence (naively) ignore predictor variable covariance. GNB 

classifiers beat other, more sophisticated classifiers in 

classification tasks, even when assumptions aren't met [18]. 

B.6.  XGBoost 

Using gradient-boosted decision trees, XGBoost was 

primarily developed for speed and performance. It represents a 

method for machine boosting, or applying boosting to 

machines, pioneered by Tianqi Chen and adopted by a large 

number of developers. It's a part of the Distributed Machine 

Learning Community's toolkit (DMLC). For tree boosting 

methods, XGBoost (eXtreme Gradient Boosting) aids in 

maximizing memory and hardware resources. It has the 

advantages of improving the algorithm and modifying the 

model, and it can also be used in computing settings. Gradient 

Boosting, Regularized Boosting, and Stochastic Boosting are 

the three major gradient boosting techniques that XGBoost 

can perform. It also distinguishes itself from other libraries by 

allowing the addition and adjustment of regularization 

parameters. The approach is very efficient in lowering 

computation time and making the best use of memory 

resources [19]. 

B.7. LightGBM 

Microsoft's LightGBM is a free and open source Gradient 

boosting algorithm. The parallel voting decision tree approach, 

which uses the histogram-based method to speed up the 

training process, minimize memory consumption, and 

combine advanced network connectivity to maximize parallel 

learning, employs the histogram-based method.  In each cycle, 

divide the training data into different machines and make a 

local voting choice to select the top-k attributes and a global 

voting choice to receive the top-2k attributes. To locate the 

leaf with the highest splitter gain, LightGBM employs a leaf-

by-leaf approach [20]. 

B.8. AdaBoost 

The AdaBoost algorithm creates strong classifiers from 

weak ones. The AdaBoost algorithm's weak classifiers are 

members of the ensemble classifier. By adaptively modifying 

the weights in each cycle, AdaBoost develops a committee of 

member weak classifiers. The weights of the training samples 

that a current weak classifier misclassified are increased, 

whereas the weights of the training samples that a current 

weak classifier successfully classified are dropped [21]. 

 

C.    Model Validation and Performance Evaluation 

For model validation, the data set was splitted into training 

(75%) and testing (25%) datasets. In the evaluation of 

classification results for all classification methods available in 

the software; Performance criteria of accuracy, sensitivity, 

specificity, negative predictive value, false positive rate, false 

negative rate, matthews correlation coefficient, positive 

likelihood ratio, negative likelihood ratio and F1 score are 

given. Obtained from a random forest classification model; 

accuracy is 94.44%, sensitivity 100%, specificity 93.33%, and 

F1 score value of 94.44%. The random forest model created 

according to the relevant performance criteria successfully 

classifies cervical cancer. 

III. RESULTS 

D.    Data Classification Software 

The data classification software user interface was created 

using Python Dash and Html codes. The data set file can be 

loaded from the data loading menu, and the predictive and 

predicted (class variable) variables can be selected in the data 

selection menu. The next menu is the training menu, which 

includes comprehensive classification algorithms. The main 

menu of the software is as in Figure I. 

 

 
 

Figure I. The main menu of the software 

 

The values of the performance criteria for the generated 

Random forest model are shown in Figure II. Obtained from a 

random forest classification model; Accuracy is 94.44%, 

Sensitivity 100%, Specificity 93.33%, and F1 score value of 

94.44%. The random forest model created according to the 

relevant performance criteria successfully classifies cervical 

cancer. 

 

 
Figure II.  Results for Performance Metrics for Random Forest 

Model Generated with Data Classification Software 
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IV. CONCLUSIONS 

Classification analysis is one of the basic machine learning 

methods and is used by a large scientific community. There 

are many analysis tools used to guide researchers in this type 

of analysis. There are both commercial and free software tools 

that users can analyze their data with classification methods. 

In general, easy-to-use and well-designed interfaces are 

offered by commercial software packages [22]. 

Generally, well and comprehensively designed interfaces are 

offered by commercial software packages. One of these 

packages, Stata, is command-based and dependent on its 

commercial environment, the operating system. One of the 

free software packages that provides advanced possibilities for 

data classification analysis is the R environment. However, the 

R environment, like Stata, is OS dependent and command 

based. There are also free, open-source tools such as Weka 

that provide advanced analysis techniques. However, the 

Weka environment is an analytics tool that works as a desktop 

application. The fact that Weka is a desktop application can be 

difficult and time-consuming, especially for users (physicians, 

etc.) who do not have the Weka program installed on their 

computer. In addition, performing analysis with the Weka 

interface can be complex for most physicians [23-25]. 

Stata, R environment, Python, Rapidminer and WEKA 

programs can be both time consuming and difficult for 

researchers when data analysis needs to be evaluated quickly 

as they have to install these programs on their computers. 

Also, for most researchers, performing their analysis with such 

software can become more complex. On the other hand, the 

web-based software developed by this study is free, user-

friendly and can perform data classification analysis from any 

device with internet access without writing any code, and 

provides comprehensive performance criteria and outputs of 

the classification results. 

The software developed in this study, on the other hand, 

offers researchers a new user-friendly web-based software 

where they can easily perform data classification analysis and 

the analysis results can be easily understood. As a result, it is 

expected that this web-based software will allow them to 

compare comprehensive classification methods in disease 

prediction, particularly when compared to other analysis tools 

for physicians and healthcare professionals. 
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