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Abstract— Aim: This study aims to predict mortality status by heart 

failure and to determine the related factors by applying the relational 

classification method, one of the data mining methods, on the open-

access heart failure data set. 

 

Materials and Methods: In this study, the associative classification 

model has been applied to the open-access data set named “Heart 

Failure Prediction”. The performance of the model was evaluated by 

accuracy, balanced accuracy, sensitivity, selectivity, positive 

predictive value, negative predictive value, and F1-score. 

 

Results: Accuracy, balanced accuracy, sensitivity, specificity, positive 

predictive value, negative predictive value, and F1-score values 

obtained from the model were 0.866, 0.819, 0.688, 0.951, 0.868, 0.865 

and 0.767 respectively.   

 

Conclusion: The findings obtained from this study showed that 

successful results were obtained in the study performed with the 

associative classification model on the heart failure data set. Also, 

certain rules regarding the disease to be used in preventive medicine 

practices were obtained with the proposed model. 

 

Keywords— Heart failure, classification, association rules, relational 

classification. 

 

 

1 .  I N T R O D U C T I O N  
EART failure (HF) is a medical syndrome caused by   
cardiac structural or functional abnormalities, accompanied 

by typical symptoms and signs that occur due to decreased 
cardiac output (CO) and/or increased intracardiac pressure at 
rest, stress, and effort. These symptoms are shortness of breath, 
pretibial edema, weakness; findings are increased jugular 
venous pressure, pulmonary rales, and peripheral edema. [1]. 
HF causes serious mortality and morbidity and poses a serious 
burden to the healthcare system worldwide. Heart failure is seen 
in one in 10 people aged 75 and over in developed countries. In 

the 2025 program of the World Health Organization (WHO), it 
has been stated that the burden of HF disease is a potential target 
to be reduced. In a study carried out at our country, the 
incidence of HF in Turkey was determined to be 2.9%.  Besides, 
it has been shown that CG affects 1.5 million people, and 3 
million people are at risk soon [2, 3].  

 

Data mining can be defined simply as the discovery of useful 

information hidden in data. Data mining enables researchers to 

make effective and informed decisions with techniques offered 

by different disciplines such as artificial intelligence, machine 

learning, statistics, and optimization. It also enables revealing 

hidden, implicit, beneficial relationships, patterns, relations, or 

trends that are difficult to reveal with classical methods. Data 

mining is the search for the relations and rules that will allow 

us to make predictions about the future of a large amount of data 

using computer programs [4]. Associative classification is a 

branch of scientific work, known as data mining. Associative 

classification combines the association rule and classification, 

two known methods of data mining, to create a model for 

predictive purposes. In other words, associative classification is 

a type of classification approach that is created with a set of 

rules obtained by the association rule mining to create 

classification models. One of the important advantages of using 

a classification based on association rules according to classical 

classification approaches is that the output of an associative 

classification algorithm is represented by simple if-then rules, 

making it easier for the users to understand and interpret it [5]. 

 

This study aims to predict mortality status by heart failure and 

to determine the related factors by applying the associative 

classification method, one of the data mining methods, on the 

open-access heart failure data set. 

 

 

2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

In the study, the associative classification model, which is a data 

mining method that combines classification and association 

rules methods, has been applied to an open-access data set 

named "Heart Failure Prediction" [6].  

 

There are 299 patients in the data set used. 96 (32.1%) of these 

patients died after a certain period of follow-up. Explanations 

about the variables and their properties in the data set are given 

in Table I. 
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TABLE I 

EXPLANATIONS ABOUT THE VARIABLES IN THE DATASET AND THEIR 

PROPERTIES 

Variable Variable Description 
Variable 

Type 

Variable 

Role 

age 
Decrease of red blood 

cells or hemoglobin 
Quantitative Predictor 

anemia 
Level of the CPK 

enzyme in the blood 

(mcg/L) (boolean) 

Qualitative Predictor 

creatinine_phosph

okinase 

Level of the CPK 

enzyme in the blood 
(mcg/L) 

Quantitative Predictor 

diabetes 
If the patient has 

diabetes (boolean) 
Qualitative Predictor 

ejection_fraction 

Percentage of blood 

leaving the heart at 

each contraction 

(percentage) 

Quantitative Predictor 

high_blood_press

ure 

If the patient has 

hypertension (boolean) 
Qualitative Predictor 

platelets 
Platelets in the blood 

(kiloplatelets/mL) 
Quantitative Predictor 

serum_creatinine 

Level of serum 

creatinine in the blood 

(mg/dL) 

Quantitative Predictor 

serum_sodium 
Level of serum sodium 

in the blood (mEq/L) 
Quantitative Predictor 

sex 
Woman or man 

(binary) 
Qualitative Predictor 

smoking 
If the patient smokes 

or not (boolean) 
Qualitative Predictor 

time 
Follow-up period 

(days) 
Quantitative Predictor 

death_event 

If the patient deceased 

during the follow-up 

period (boolean) 

Qualitative Output 

 

 

3 .  A S S O C I A T I V E  C L A S S I F I C A T I O N  

Rules of association are a type of unsupervised data mining that 

looks for the relationship between records in a data set. 

Association rules are the process of determining the events or 

features that occur together. Association rules are often 

expressed as if it happens, then this happens. Mostly used in 

descriptive data analysis, data preprocessing, determining 

discrete values, and finding trends and relationships [7]. 

Association rules are rules with support and confidence 

measurements in the form of "IF- precursor expression-, IF-

successor expression" [8].  

 

Association rules share many common features with 

classification. Both use rules to characterize regularities in a 

dataset. However, these two methods differ greatly in their 

goals. While classification focuses on prediction, association 

rules focus on providing information to the user. In particular, 

it focuses on detecting and characterizing unexpected 

relationships between data items. [9].  

 

Associative classification is a data mining method that 

combines classification and association rules methods to make 

predictions. In other words, an associative classification is an 

approach that uses rules obtained with association rules to 

create classification models. Associative classification is a  

 

special association rule mining with the 

target/response/dependent/class variable to the right of the rule 

obtained. In a rule such as X →Y, Y must be the target / 

response / dependent / class variable. One of the principal 

benefits of using a classification based on association rules 

according to classical classification approaches is that simple 

if-then rules represent the output of an associative classification 

algorithm.  This advance makes it easier for the user to 

understand and interpret the results [10]. 
 

3.1. Performance evaluation criteria 

The classification matrix for the calculation of performance 
metrics is given in Table II.   

 

TABLE II 

THE METRICS OF MODEL’S CLASSIFICATION PERFORMANCE 

                                Real 

Positive Negative Total 

P
re

d
ic

te
d
 

Positive 
True positive 

(TP) 

False 

negative 

(FN) 

TP+FN 

Negative 
False positive 

(FP) 

True 

negative 

(TN) 

FP+TN 

Total 
TP+FP FN+TN 

TP+TN+FP+

FN 

 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

Balanced accuracy = [[TP/(TP+FP))] + [TN/(TN+FN)]]/2 

Sensitivity = TP/(TP+FP) 

Specificity = TN/(TN+FN) 

Positive predictive value = TP/(TP+FN) 

Negative predictive value =TN/(TN+FP) 

F-score = (2*TP)/(2*TP+FP+FN) 

 

 

4 . D A T A  A N A L Y S I S  

Quantitative data are summarized by median (minimum-

maximum), and qualitative variables are given by number and 

percentage.  Normal distribution was evaluated with the 

Kolmogorov-Smirnov test.  In terms of input variables, the 

existence of a statistically significant difference and the 

relationship between the categories of the output variable, "who 

died during follow-up" and "who did not die during follow-up", 

was examined using the Mann-Whitney U and Pearson Chi-

square test.  The values of p<0.05 were deemed statistically 

significant.  In all analyzes, IBM SPSS Statistics 26.0 for the 

Windows package program was used. 
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5 . R E S U L T S  

Descriptive statistics related to the target variable examined in 

this study are presented in Table 3 and Table 4. A statistically 

significant difference exists between output variable classes in 

terms of age, ejection_fraction, serum_creatinine, 

serum_sodium, time variables. (p<0.001) 

 
TABLE III 

 DESCRIPTIVE STATISTICS FOR QUANTITATIVE INPUT VARIABLES 

Variables 

death_event 

P* 

value 

Survived 

patients 
Dead patients 

Median (min-

max) 

Median (min-

max) 

age 60(40-90) 65(42-95) <0.001 

creatinine_phosphokinase 245(30-5209) 259(237-861) 0,684 

ejection_fraction 38(17-80) 30(14-70) <0.001 

platelets 
263000(25100-

850000) 
258500(47000-

621000) 
0,425 

serum_creatinine 1(0,5-6,1) 1,3(0,6-9,4) <0.001 

serum_sodium 137(113-148) 136(116-146) <0.001 

time 172(12-285) 45(4-241) <0.001 

*: Mann Whitney U test 

TABLE IV 

 DESCRIPTIVE STATISTICS FOR QUALITATIVE INPUT VARIABLES 

Variables 

 death_event 

P* 

value  
Survived 

patients 

Dead 

patients 

anaemia absence 120(59.1%) 50(52.1%) 
0.252 

 presence 83(40.9%) 46(47.9%) 

diabetes absence 118(58.1%) 56(58.3%) 
0.973 

 presence 85(41.9%) 40(41.7%) 

high_blood_pressure absence 137(67.5%) 57(59.4%) 
0.170 

 presence 66(32.5%) 39(40.6%) 

Gender woman 71(35.0%) 34(35.4%) 
0.941 

 man 132(65.0%) 62(64.6%) 

smoking absence 137(67.5%) 66(68.75%) 
0.827 

 presence 66(32.5%) 30(31.25%) 

*: Pearson's chi-square test 

The classification matrix of the associative classification model 

used to classify the heart failure dataset in this study is given 

below in Table V. 
TABLE V 

 CLASSIFICATION MATRIX FOR THE ASSOCIATIVE CLASSIFICATION MODEL 

 

Prediction 

Reference 

Survived patients Dead patients Total 

Survived patients 193 30 223 

Dead patients 10 66 76 

Total 203 99 299 

The values for the metrics of the classification performance of 
the model are given in Table 6.  Accuracy, balanced accuracy, 
sensitivity, specificity, positive predictive value, negative 
predictive value, and F1-score values obtained from the model 
were 0.866, 0.819, 0.688, 0.951, 0.868, 0.865 and 0.767 
respectively.   

 

TABLE VI 

VALUES FOR THE CLASSIFICATION PERFORMANCE METRICS OF THE MODEL 

Metric Value 

Accuracy 0.866 

Balanced accuracy 0.819 

Sensitivity 0.688 

Specificity 0.951 

Positive predictive value 0.868 

Negative predictive value 0.865 

F1-score 0.767 

 

Table 7 shows the first 5 of the association rules used by the 

classification algorithm. As expressed in Table 7, when 

anaemia=0,ejection_fraction=[27.5,80),serum_sodium=[136,1

48),time=[73.5,285) are considered, the patient's survival 

probability is 98.7 %.  
 

TABLE VII 

Left-hand side 

rules 

Right-hand 

side rules 
Support Confidence Freq. 

{anaemia=0,ejecti

on_fraction=[27.5

,80),serum_sodiu
m=[136,148),time

=[73.5,285)} 

{death_event

=0} 
0.247 0.987 74 

{age=[40,71),dia
betes=0,ejection_

fraction=[27.5,80

),serum_creatinin
e=[0.5,1.81),seru

m_sodium=[136,

148),time=[73.5,2
85)} 

{death_event
=0} 

0.214 0.985 64 

{age=[40,71),ejec

tion_fraction=[27
.5,80),serum_crea

tinine=[0.5,1.81),

sex=1,time=[73.5
,285)} 

{death_event

=0} 
0.294 0.978 88 

{age=[40,71),ana

emia=0,ejection_f

raction=[27.5,80),
platelets=[1.28e+

05,8.5e+05),seru

m_creatinine=[0.
5,1.81),time=[73.

5,285)} 

{death_event

=0} 
0.288 0.977 86 

{age=[40,71),dia
betes=0,ejection_

fraction=[27.5,80

),platelets=[1.28e
+05,8.5e+05),ser

um_creatinine=[0

.5,1.81),time=[73.
5,285)} 

{death_event
=0} 

0.261 0.975 78 
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If age =[40,71),diabetes = 0, ejection_fraction=[27.5,80), 

serum_creatinine=[0.5,1.81),serum_sodium=[136,148),time=[

73.5,285) are considered, the patient's survival probability is 

98.5 %.  

As 

age=[40,71),ejection_fraction=[27.5,80),serum_creatinine=[0.

5,1.81),sex=1,time=[73.5,285) are considered, the patient's 

survival probability is 97.8 %. If 

age=[40,71),anaemia=0,ejection_fraction=[27.5,80),platelets=

[1.28e+05,8.5e+05),serum_creatinine=[0.5,1.81),time=[73.5,2

85) are considered, the patient's survival probability is 97.7 %. 

age=[40,71),diabetes=0,ejection_fraction=[27.5,80),platelets=[

1.28e+05,8.5e+05),serum_creatinine=[0.5,1.81),time=[73.5,28

5) are considered, the patient's survival probability is 97.5 %. 
 

6 . D I S C U S S I O N  

Cardiac failure is the final stage of all forms of cardiac disease, 

a health problem that is increasing in prevalence and incidence, 

affecting at least 23 million people worldwide. Heart failure is 

still one of the most common cardiovascular diseases in the 

world, and similar clinical results are seen in our country. In 

recent years, the incidence of heart failure has continued to 

increase all over the world, and death rates are still at very high 

levels. Advances in the treatment of cardiovascular disorders 

increase the survival and lifespan of individuals. Therefore, the 

follow-up and treatment of patients with heart failure is 

becoming more important and remains an open area for 

research and new developments [11, 12].  

 

Association rules, one of the descriptive models of data mining, 

are methods that analyze the coexistence of events. These 

relationships are based on the coexistence of data elements and 

express the co-occurrence of events together with certain 

possibilities. Classification analysis is one of the basic methods 

of machine learning and is used by a large scientific 

community. Classification is an estimation process that assigns 

each observation in the dataset to the predetermined classes 

under certain rules [13]. Associative classification makes 

classification by combining two common data mining methods, 

association rules, and classification methods. In recent years, 

association rules methods have been successfully used to create 

correct classifiers in associative classification [5]. 

 

In this study, the associative classification model, one of the 

data mining methods, was applied to the data set named “Heart 

Failure Prediction”, which is an open-source data set. For this 

purpose, different factors (explanatory variables) that may be 

associated with heart failure (dependent variable) were 

estimated with the relational classification model, and rules 

were obtained. According to the experimental results, from the 

performance metrics obtained from the model, accuracy, 

balanced accuracy, sensitivity, specificity, positive predictive 

value, negative predictive value, and F1-score values obtained 

from the model were 0.866, 0.819, 0.688, 0.951, 0.868, 0.865 

and 0.767 respectively.   

 

In a study conducted with the same data set, the results were 

compared using ten different machine learning methods. 

According to the results of this study, the highest accuracy was 

obtained as 0.74 with the Random Forest model [6]. In this 

study, an accuracy of 0.866 was obtained, and rules about the 

disease were also obtained. 

As a result, the associative classification model used 

produced successful results in the study conducted with the 

heart failure data set.  Besides, certain rules regarding the 

disease to be used in preventive medicine practices have been 

obtained with this model. 
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